
Rajant Kinetic Mesh® Brings Operator Control 
No Matter Where Your Assets Travel

Reliable, fully mobile networks are essential for supporting  
real-time vehicle-to-vehicle (V2V) communications and  
in-transit mobile connectivity for dynamic and ever-moving  
railroads. Only Kinetic Mesh delivers:

Continuous ‘Never Break’ Communications 
Our mobile network maintains hundreds of data connections, 
enabling CBTC and V2V communications between railcars 
and command centers.

High-Bandwidth Connectivity for Superior Control 
Robust, high-bandwidth connectivity allows the instant  
access of data on equipment health, speed, location, freight 
status, and more.

Increased Safety & Improved Passenger Experience
Powerful connectivity supports safety applications like 
positive train control and onboard CCTV, as well as customer 
Wi-Fi accessibility.

Optimize Rail Communications

Download our “Kinetic Mesh Boosts Speed  
& Efficiency for Intermodal Railyard” case study 
at rajant.com/railway-news

Discover Reliable  
Rail Connectivity

On the Move

The Solution
TESSCO, one of the railroad’s partners, learned of the 
challenge the railroad was facing, and referred the 
railroad to one of its own partners, Future Technologies, a 
wireless integrator providing turnkey installs for specialized 
projects. Future Technologies began to examine options 
for a better wireless solution to accommodate the new 
equipment and software.

The yard needed high availability, so that sent UDP packet 
streams are always received, to ensure the current method 
of tracking equipment and containers as well as the new 
stack management application can function properly. If a 
packet is missed, the system will not record the location of a 
container, and disrupt the entire process.

Knowing the railyard’s specifi c requirements, Future 
Technologies recommended Rajant Corporation’s Kinetic 
Mesh® wireless network, a type of wireless network that has 
been successfully deployed in other harsh environments 
such as ports, oil and gas, mining and military operations. 

In a Kinetic Mesh network, there is no static infrastructure; 
each radio, or node, serves as singular infrastructure, which 
enables all devices and the network itself to be mobile—a 
critical component for a railyard, where people, devices, 
vehicles and equipment are constantly on the move. The 
network employs multiple radio frequencies and any-node-
to-any-node capabilities to continuously and instantly 
transmit data in real time via the best available traffi  c path 
and frequency.

Because there is no central control node—and thus no 
single point of failure—routes are built automatically, and are 
evaluated for quality and performance with every received 
and sent packet. If a certain path becomes unavailable for 
any reason—due to a vehicle moving out of coverage, or an 
object that moves in and obstructs coverage, for example—
nodes on the network use an alternate route to deliver data. 

This allows the network to adapt to node location, local 
interference and congestion dynamically, eliminating 
downtime even in the most rugged conditions. All 
infrastructure components transmit and receive real-time 
information, enabling an end-to-end view of intermodal 
operations and allowing timely analysis and decision-

making. The network can be redeployed in multiple ways 
simply and easily by repositioning the nodes.

The Results 
The complete installation is still ongoing, as delivery of the 
30-ton cranes was delayed, but the existing network is 
already exceeding railyard personnel’s expectations. 

“Proper meshing and make-before-break are mission-
critical,” Purintun said. “This is the only radio that makes 
and maintains multiple connections to access points and 
other subscribers to make split-second decisions on packet 
fl ow. Additionally, the number of mobile vehicles that were 
outfi tted with these radios will expand the network capability, 
not impede it, which is important because the number of 
access point locations had to be so few.”

Applications being developed for the railyard include the 
stack management system and yard management software. 
The upgraded yard management system will be a total yard 
solution and is three to fi ve years from completion. These 
systems will organize all movement based on location data, 
using the most logical routes for the highest effi  ciency. Some 
of the vehicles will have tablets inside them to enable even 
speedier information transfer. 

After the large cranes are delivered, the rest of the network 
will be deployed—in plenty of time for the railyard to 
streamline container movement and meet its improved 
speed and effi  ciency goals before the busy holiday season.
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We had to have backhaul capability and 
capacity injection capability at multiple 
sites without building a whole lot of 
infrastructure to support that, which isn’t 
possible with traditional Wi-Fi solutions.

— David Rumore
Executive Vice President, Future Technologies
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If it’s moving, it’s Rajant.
Industrial Wireless Networks Unleashed.
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Rajant’s Kinetic Mesh® 
Technology Boosts Speed 
and Effi  ciency for Class l 
Railroad’s Intermodal Railyard 

Company Profi le

•   Class I intermodal railyard operation spanning 
approximately 118 acres

•   Operating a variety of vehicles and equipment 
including 30 hostlers and 9 reach stackers

Solution Components

•  Rajant Kinetic Mesh® private wireless 
network consisting of the following 
BreadCrumb® nodes:

    - 4 LX5s as access points

    -  2 LX5s and 2 ME4s installed on rubber-tired 
gantry cranes

    - 10 ME4s installed on reach stackers

    -  30 JR2s installed on hostlers and other 
yard vehicles

Kinetic Mesh Partner (KMP)

•   Future Technologies: wireless integrator 
specializing in the assessment, planning, 
design, implementation, and support of 
innovative communications solutions.

Outcome and Impact

•     Improved speed and effi  ciency and 
streamlined stack management 

•  Increased reliability with fully redundant, low 
latency network with no single point of failure

•  Enables real-time, end-to-end view of 
intermodal operations for timely analysis and 
decision-making

•  Provides railyard ability to support future 
applications including yard management 
software and stack management system

The Challenge
One of the railyard’s goals was to improve container movement effi  ciency, 
so containers only required one to two moves, versus fi ve to six. With this 
reduction, the yard would increase effi  ciency, lessen wear and tear on the 
moving vehicles, reduce lane blockages and congestion,and speed up 
the truck-to-stack, stack-to-truck, train-to-stack and stack-to-train times. 

To meet that goal, the railroad planned to purchase two 30-ton overhead 
cranes and install them in the center of the yard to speed up container 
movement. The railyard also explored the implementation of a stack 
management application to track contents of the container stack and 
manage cranes, vehicles, containers and devices.

In addition to Wi-Fi, the intermodal yard utilized vehicle-mount computers 
and two-way radios to determine vehicle and personnel locations, but 
this was not enough to support the new stack management application. 
Site constraints meant access points couldn’t be installed and there 
wasn’t any logical place to put additional towers. The yard needed a 
diff erent type of network. 

Freight railyards are a dynamic environment in 
which all assets—cargo, people and vehicles—are 
constantly on the move. 

For this complicated operation to run smoothly requires reliable 
access to real-time data, but the rugged environment of an intermodal 
railyard makes constant connectivity a diffi  cult goal to achieve.

When a Class I railroad’s intermodal yard decided to purchase 
additional heavy equipment to help increase speed and effi  ciency, 
management quickly realized their basic Wi-Fi solution was no longer 
robust enough. Vehicle locations, the dynamic nature of stacked 
containers, and trains coming in and out of the yard meant the yard 
needed higher availability than the Wi-Fi could off er. The railyard 
needed a new solution.
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Frequentis
Making Railways Smarter
By Christian Stimakovits, Frequentis 

Frequentis works to bring 
train and track together 

leveraging IoT to improve 
predictability, safety and 
incident handling. Could 
railway asset monitoring 
reduce operating costs?

As a carbon-efficient mode of 
transport, demand for rail travel 
is high for both commuters and 
the transport of goods. Railways 

must keep up with technology 
advances that support the cost-
effective running of services to 
ensure railway performance meets 
expectations for on-time services, 
improved safety and ride quality, all 
while considering cost savings for 
railway operators. 

Real-time information sharing is 
key for effective incident handling 
and keeping passengers moving, 
but what else do we need to enable 
prediction and prevention? 

Common Operational 
Picture 

In the event of an incident on the 
railway the time taken to resolve 
it is key; the best way to manage 
any incident is for all stakeholders 
to work together and coordinate. 
By sharing information across the 
entire national network, linking 
assets and communicating in real-
time, a common operational picture 
is created. Frequentis achieves 
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this with its event management 
Software as a Service (SaaS) tool 
to monitor and compute a wide 
variety of sensor data which is 
capable of handling any kind of 
occurrence and predicting the 
operational consequences. The 
software is a highly effective 
decision-making support tool, 
sharing real-time information and 
communicating critical information 
seamlessly with other systems and 
users on the network. 

Such a software solution is 
already providing benefits for CFL 
Luxembourg and Austrian Federal 
Railways (ÖBB), co-ordinating 
maintenance crews, defining 
responsibilities and logging all 
relevant incident information, 
including media recordings and 
imagery. ÖBB confirmed the 
solution makes the role of the 
operator less resource-intensive, 
which in turn reduces the impact 
on journeys and enables a more 
reliable and punctual train service.

But, as well as reactive incident 
management, can real-time asset 
condition information also be 
integrated into the solution? 

Intelligent Asset 
Monitoring

Railway maintenance and renewal 
costs rise year on year with track 
maintenance being one of the 
biggest costs. Regular rough spots 
on track are currently identified 
and reported by drivers, which is 
followed up by a manual inspection 
of the track by track engineers 
and the deployment of dedicated 
measurement vehicles. This is 
labour-intensive and comes with 
high-cost implications, estimated 
as around 50,000 euros per track 

kilometre, as well as the obvious 
risks posed by placing crews 
trackside on live operational 
railways.

For this reason, Frequentis has 
been investigating intelligent, 
data-driven methods for proactive 
monitoring of track assets and 
infrastructure. One project is 
the HARMONY project (Human-
Assisted Real-time MONitoring of 
infrastructure and obstacles from 
railwaY vehicles), with Austrian 
Research Promotion Agency (FFG), 
Mission Embedded, Frequentis 
Control Room Consulting and 
Institute of Computer Technology, 
which proposes the use of sensors 
and artificial intelligence (AI) to 
detect irregularities on railway 
tracks, in addition to and in support 
of the precise but infrequent and 
often cost-intensive measuring 
vehicles. The aim is to be responsive 
to any track issues at an early stage 
to prevent significant damage and 
avoid potential incidents.

Fitting sensors to regular trains 
means that monitoring can be 
carried out while a train is on 
its regular route, reporting the 
condition of the track more 
frequently and giving operators 
a clearer, real-time view of asset 
conditions. Artificial intelligence will 
automatically detect and report 

anomalies on tracks, track beds and 
switches so that potential hazards 
such as track breaks, track damage 
and objects are detected early. 
By additionally feeding this 
type of data into the decision-
making support tool the common 
operational picture is further 
enhanced, supporting operators 
in making informed decisions 
about maintenance activities and 
their impact on operations. The 
investment in planning immediate 
maintenance work based on 
reliable data decreases operational 
costs compared with work as 
a consequence of an accident 
arising from an overseen (or not 
recognised) track defect. 

The Frequentis real-time event 
management system has the ability 
to work in the prevention phase 
as well as stating how to handle 
incidents in the recovery phase. 

Leveraging Sensor Data

At Frequentis we have also been 
exploring how to leverage this 
sensor data and integrate it into 
the decision-making support tool 
to provide real-time asset condition 
information to operators. 
Frequentis is further working on a 
drone surveillance research project, 
integrating aggregated sensor 
data from UAVs (Unmanned Aerial 
Vehicles) and UGVs (Unmanned 
Ground Vehicles) to protect the 
public against potential chemical, 
biological, radiological and nuclear 
attack. GPS data from drones will 
allow operators to see threat 
locations and react accordingly, 
including deploying troops. A direct 
video livestream from the UAVs 
and UGV will be integrated into 
the event management solution 
to provide improved on-scene 

© Mission Embedded: Fitting sensors to regular 
trains mean monitoring can take place while a 
train is on its regular route
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perspective and optimise 
strategical planning. 

What is important in all cases is 
the quality of sensor data, and its 
systematic analysis (e.g. pattern 
recognition), for it to be turned 
into actionable data to improve 
operational or strategic decisions 
about when to perform asset 
maintenance or give a low-speed 
instruction, for example. Easy and 
intuitive usability of the system 
requires the ability to visualise 
sensor data, configure thresholds 
and bring the sensors into context, 
for example the level of vibration 
which may flag up a track defect 
compared to an obstacle on the 
track. 

What we are talking about is a 
railway Internet of Things sensor 
network, which will efficiently 

share information on track changes 
during normal operation, saving 
railways significant investment 
costs on reactive maintenance. 
Investment in the prevention phase 
will pay off in the recovery phase.

About Frequentis 

Frequentis is an international 
supplier of communication and 
information systems for control 
centres with safety-critical tasks, 
leveraging 75 years of cross-domain 
experience in aviation, defence 
and transport. The company also 
holds the number one market 
share in GSM-R dispatcher terminal 
positions. More than 8,000 units 
are currently deployed in customer 
control centres in over 25 countries. 
Railway customers include 
Network Rail (UK), Deutsche Bahn 

(Germany), ÖBB and Wiener Linien 
(both Austria), and Sydney Trains 
(Australia).

About the Author

Christian Stimakovits is an 
experienced operational 
management professional with 
over 20-years spent in control room 
solutions and management. He 
is responsible for the Frequentis 
Incident and Crisis Management 
portfolio, including IoT and remote 
condition monitoring.

Streamlined: Austrian Federal Railways (OBB) uses the Frequentis event management software to coordinate and log information and 
streamline processes
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